
International Journal of Humanities and Social Science                                                Vol. 4 No. 3; February 2014 

31 

 
Validation of the Teacher’s High Stakes Testing Survey 

 
Lantry L. Brockmeier, PhD 

 

Robert B. Green, PhD 
 

James G. Archibald, PhD, LPC 
 

James L. Pate, PhD 
 

Donald W. Leech, EdD 
 

Valdosta State University  
1500 N. Patterson St. 
Valdosta, GA 31698 

 
 
 
Abstract 
 

The purpose of this study was to examine the soundness of the psychometric characteristics of the Teacher’s High 
Stakes Testing Survey. The 49-item instrument is comprised of six hypothesized subscales (i.e., curriculum, 
teaching, work satisfaction, stress, accountability, and students) measured with a five-point Likert scale ranging 
from 1 (strongly disagree) to 5 (strongly agree). An expert panel reviewed the instrument plus an exploratory 
factor analysis and confirmatory factor analyses were conducted. Expert panel members suggested only a few 
minor wording modifications to improve the instrument. The confirmatory factor analyses yielded data to support 
the fit of the model and measurement invariance of the model by gender and race or ethnicity. 
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1. Introduction 
 

Standardized testing began in Massachusetts under the direction of Superintendent Horace Mann during the 1840s 
to assess student knowledge in several content areas (Resnick, 1982). Comparisons between schools and 
classrooms were made and the results of these examinations were published (Hamilton, 2003). Within the next 30 
years, Tyack (1974) indicated that other states began administering tests and reporting their results in newspapers. 
Even student promotions that had been based on teacher recommendations became tied to performance on these 
tests (Engelhart, 1950). 
 

According to Linn, Miller, and Gronlund (2005), the use of standardized testing in the United States did not 
expand significantly until after World War II. Congress, in an attempt to equalize educational opportunities, 
passed the Elementary and Secondary Education Act (ESEA) of 1965. Within the ESEA there was a requirement 
for monitoring of student progress that resulted in additional student testing. Airasian (1988) indicated that during 
the 1970s concern continued to grow about the quality of education. The minimum competency movement 
developed from these concerns and transferred some important decisions from individual teachers to increase 
standardization of content taught to students (Burton, 1978; Camilli, Cizek, & Lugg, 2001). In addition, minimum 
competency testing attempted to ensure that all students mastered the basic skills (Hamilton, 2003). According to 
Popham (1978), the minimum competency testing movement halted the devaluation of the high school diploma. 
 

The concept of measurement-driven instruction evolved from the minimum competency testing movement 
(Hamilton, 2003). The prevailing thought was that testing could influence what was taught. With the release of A 
Nation at Risk (National Commission on Excellence in Education, 1983), there was a heightened concern over 
student and school performance. This led to increased testing and school-level incentives (Hamilton, 2003). The 
1990s standards movement increased the awareness of the links between standards, curriculum, and testing. The 
links and formal stakes enhanced motivation to increase performance (Smith, O’Day, & Cohen, 1990). Lewis 
(2000) and Holland (2001) indicated that high stakes testing encourages students and educators to approach the 
teaching and learning process seriously. 
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Holland (2001) went on to state, “Without testing, standards are mere suggestions” (p. 2). Congress with the 
passage of The No Child left Behind (NCLB) Act of 2001 increased the pressure for educational reform. The 
NCLB Act consists of goals in the form of standards, tests or measures of performance, targets for performance, 
and consequences for a school’s success or failure (Hamilton & Koretz, 2002). 
 

Over the last 50 years of educational reform, the common thread was the increased use of high stakes testing for 
accountability purposes due to the concern for student, program, and school performance. Similar to the business 
leaders concerns about students’ ability to read and write during the 1970s (Cizek, 2001), researchers today are 
indicating that students are exiting school without the knowledge and skills to survive in an increasingly 
competitive world (Wakefield, 2003; Haycock, 2005; Darling-Hammond, 2006). 
 

America’s obsession with high stakes standardized testing will not become an endangered species anytime soon 
(Kaback, 2006). Phelps (2005) indicated that poll and survey data has indicated the general publics’ positive view 
of standardized testing. For example, the percentage point differential between positive responses and negative 
responses to standardized testing was a +90 for students being required to pass a graduation test. Driesler (2001) 
reported that 90% of parents wanted information that would allow the comparison about their children and 
schools. Policymakers, parents, and the general public continue to demand better school performance and view 
the results of high stakes testing as proof of learning (Wahlberg, 2003; Scherer, 2005). High stakes tests results 
are being used to demonstrate to taxpayers that their investment of dollars is used effectively to produce quality 
outcomes (Lederman & Burnstein, 2006). Afflerbach (2005) suggested three possible explanations for high stakes 
testing’s popularity; fairness to all students since no students receives preferential treatment, scientific since the 
tests undergo examination for validity and reliability, and commonplace due to the frequency of administration. 
Another potential reason for high stakes testing’s popularity is the ability to provide a numerical score that can be 
indexed to an alphabet that represents quality and achievement (Baines & Stanley, 2004). 
 

Fremer (2005) and Linn, Miller, and Gronlund (2005) indicated that arguing against the use of high stakes tests 
results dismisses relevant information that might lead to better decision making. Standardized tests are essential to 
confirm grading systems that vary from teacher to teacher and from school to school (Holland, 2001). Grade point 
averages and course grades are too unreliable for use as outcome measures (Phelps, 2003). Evers (2001) stated 
that “a divergence between grades from classroom teachers and scores on standardized tests can be a wake-up call 
for parents, taxpayers, and school boards – telling us that students don’t really know the subject matter and that 
teachers are too soft in their grading practices. Getting rid of standardized tests is like getting rid of thermometers, 
X-ray machines, and blood pressure gauges in a doctor’s office” (p. 2). 
 

Stone (2003) indicated that if one were to read the educational literature on high stakes testing, one would get the 
impression that high stakes testing has few advantages since so much of the recent literature is negative. Stone 
pointed out that during the 20th century that teachers and schools at the local level routinely used standardized 
tests for documentation of student, teacher, and school performance. Stone elaborated that it was not until 
policymakers began to hold schools accountable for test results that the limitations became fatal flaws. 
 

Teachers were very supportive of high stakes standardized testing in the 1970s and 1980s when the stakes were 
only for students (Phelps, 2005). While still supportive of standards, testing, and accountability, teachers support 
has declined with the implementation of the NCLB Act of 2001. Teachers are under ever increasing pressure to 
increase performance of their students. Is their an incongruence between what teachers believe is their 
instructional role in the teaching and learning environment and what high stakes testing requires of teachers? Are 
high stakes tests a valid measure of teaching ability considering the impact of prior student achievement and a 
host of other student, family, and community factors that impact student performance on a high stakes test 
(Meyer, 2000; Linn, 2006)? Furthermore, potential consequences for teachers include a negative evaluation, 
removal, reassignment, and a decrease in financial compensation. How are these potential consequences 
impacting teachers? Research into the impact of high stakes testing on teachers is important to continue (Vogler, 
2002). 
 

1.1 Instrument History 
 

Hope, Brockmeier, Lutfi, and Sermon (2006) developed the Teacher’s High Stakes Testing Survey to obtain 
information from teachers about their attitudes towards high stakes testing. The authors identified that items 
selected for the instrument were based upon a review of the literature and that items represented both positive and 
negative attributes of high stakes testing. 
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Furthermore, Hope et al. identified that the developmental process included the identification of specific domains 
for the construct of interest, item building, and content validation of each item. Hope et al. constructed the 
instrument with 48 items on a five-point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) 
across six subscales. The six hypothesized subscales were (a) curriculum, (b) teaching, (c) work satisfaction, (d) 
stress, (e) accountability, and (f) students. 
 

Upon using the instrument, Hope et al. (2006) reported that Cronbach’s alpha reliability coefficient was .95 for 
the 48-item instrument. The subscale Cronbach’s alpha coefficients were .70 for curriculum, .89 for teaching, .81 
for work satisfaction, .88 for stress, .84 for accountability, and .47 for students. Overall, Cronbach’s alpha was 
excellent for the 48-item instrument and Cronbach’s alpha was good to very good for 5 of 6 subscales. However, 
the students subscale total scores would not be sufficiently reliable for analysis by itself. 
 

2. Purpose of the Study 
 

The purpose of this study was to investigate the psychometric properties of the Teacher’s High Stakes Testing 
Survey. While Hope et al. (2006) carefully constructed this instrument, the authors presented little evidence of 
validity in their study. We wanted to conduct an in-depth analysis into the psychometric properties of the 
instrument before beginning a new study utilizing the instrument. First, each item was examined to determine 
whether the item was technically well-written. Second, the instrument was examined to determine whether any 
items should be added, modified, or deleted in order to improve the instrument. Finally, the instrument was 
analyzed to determine whether the items fit the hypothesized six-factor model and whether the instrument was 
measurement invariant by gender and race or ethnicity. 
 

3. Methodology 
 

The methodology section is divided into two subsections. First, we will discuss the population, sample, and 
sampling procedure. Second, we will present the participants demographic information. 
 

3.1 Population, Sample, and Sampling Procedure 
 

The Georgia Department of Education School Directory was used to select a stratified random sample of 100 
elementary schools, middle schools, and high schools. Once schools were identified, teachers were randomly 
sampled from within school levels. The goal was to obtain sufficient data for a ±5 percent margin of error at a 95 
percent confidence level (i.e., 386 teachers). After two mailings, 300 teachers completed the survey. Due to 
incomplete data, 15 surveys eventually were removed from the data analysis. Although almost 78% of the desired 
responses were obtained, the actual response rate was approximately 38% due to oversampling in order to account 
for nonrespondents. 
 

An examination was made to determine how closely the sample matched the statewide demographics. The 
number of teachers in the sample reporting to be at the elementary level and at secondary level were similar to the 
statewide population, χ2 (1) = 2.74, p = .10. The number of teachers in the sample reporting to be male and female 
were similar to the statewide population, χ2 (1) = 1.54, p = .22. The number of teachers in the sample reporting to 
be Black, Hispanic, and White were not similar to the statewide population, χ2 (2) = 16.68, p < .001. The sample 
had slightly fewer Black teachers and Hispanic teachers along with more White teachers than the statewide 
population. 
 

3.2 Demographic Information 
 

Demographic information collected on the survey included gender, race or ethnicity, educational level, and school 
level. Table 1 presents the number and percentage of teachers responding to the survey by demographic variable. 
One might note that three participants identified the school level as “Other” indicating that these teachers were 
teaching at a combination school. Either the teachers coded this variable incorrectly or the school directory did not 
identify the school correctly as a combination school. We chose to include these three participants in the analysis. 
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Table 1: Number and Percentage of Teachers Responding to the Demographic Variables 

 
 

Variable n Percentage 
Gender   
    Female 236 83.39 
    Male   47 16.61 
 
Race or Ethnicity 

  

    African American   37 13.07 
   Asian or Pacific Islander     1   0.35 
   Caucasian 239 84.45 
   Hispanic     2   0.71 
   Other     4   1.41 
   
Education Level   
    Bachelor’s Degree   80 28.27 
    Master’s Degree 120 42.40 
    Ed. Specialist’s Degree   67 23.67 
    Doctorate   16   5.65 
   
School Level   
    Elementary 154 54.42 
    Middle   53 18.73 
    High   73 25.80 
    Other     3   1.05 

 

Note. n = 285 with 2 missing values. 
 

4. Results 
 

This results section consists of four subsections. First, we will report the results on the instrument validation by 
the expert review panel. Second, we will report the reliability analysis results. Third, we will present the results of 
the exploratory factor analyses. Finally, we will report the results of the confirmatory factor analyses along with 
the results about measurement invariance across subpopulations. 
 

4.1 Instrument Validation 
 

To begin the process, an Expert Panel Review Form was developed to collect information from our experts. 
Eventually, two review panels were formed. One review panel consisted of three college faculty members of the 
Educational Leadership program and another review panel consisted of eight practicing teachers at the elementary 
school, middle school, and high school levels. The two panels reviewed the Teacher’s High Stakes Testing Survey 
for clarity of directions, adequacy of items to meet the intended purpose, item clarity, and grammatical 
correctness. In addition, panel members were asked to identify items that might be added or deleted to improve 
the instrument. 
 

Feedback from the expert review panels was extremely positive. All expert panel members agreed that the survey 
directions were clear and the items matched the stated purpose. The expert panel identified seven items that 
potentially required modification. One panel member suggested for item 3, “Student achievement on a high stakes 
test accurately portrays the quality of a school's curriculum,” be changed to “Students' scores on a high stakes test 
accurately portray the quality of a school's curriculum.” Another panel member suggested that item 6, “High 
stakes testing promotes certain subjects’ content over other subjects’ content,” be changed to “High stakes testing 
promotes certain subject area content over other subject area content.” A panel member suggested that ‘the’ be 
added in item 12, ‘Students’ scores on a high stakes test are a valid way to determine the quality of education.” 
Three panel members identified that in item 14, “High stakes testing requires test preparation that diminishes time 
to teach other subject content,” that the word ‘test or test administration’ be added to the item. Another panel 
member suggested that item 29, “Punitive components of high stakes testing induce teacher stress,” be changed to 
“Punitive measures associated with high stakes testing increases teacher stress.” 
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One panel member suggested that item 37 “High stakes testing has increased teachers’ awareness of 
accountability,” be changed to “High stakes testing has increased teachers’ awareness of the accountability issues 
in education.” The final item that received a comment from the expert panel was item 49. One panel member 
suggested that we add ‘the nature of” after changed in the item. Item 49 will now appear as “High stakes testing 
has changed the nature of student-teacher interactions.” 
 

In summary, the expert review panel provided very positive feedback about the directions and items comprising 
the Teacher’s High Stakes Testing Survey. Panel members made a few substantive suggestions that will improve 
the instrument. In addition, expert panel members were asked to identify any items needed to improve subscale 
coverage. After a thorough review of these items, we selected one of these items for inclusion on the final version 
of the instrument. With the addition of one item, we now had a 49-item instrument (see Appendix A) on a five-
point Likert scale ranging from 1 (strongly disagree) to 5 (strongly agree) across six subscales. 
 

4.2 Statistical Analyses 
 

The statistical analyses revealed a significant amount of information about the structure of the Teacher’s High 
Stakes Testing Survey. The process included generating Cronbach’s alpha reliability coefficients for the total scale 
and subscales, conducting an exploratory factor analysis, confirmatory factor analysis, and an examination of the 
measurement invariance by gender and race or ethnicity. Muthén (2004) suggested these last three analyses for 
instrument development in his lecture series on Statistical Analysis with Latent Variables. 
 

4.2.1 Cronbach’s alpha. 
 

Cronbach’s alpha reliability coefficient was used to assess the reliability of scores on the Teacher’s High Stakes 
Testing Survey. Cronbach’s alpha for the 49-item instrument was .94. The subscale Cronbach’s alpha coefficients 
were .64 for curriculum, .90 for teaching, .75 for work satisfaction, .86 for stress, .83 for accountability, and .67 
for students. The reliability estimate was excellent for the 49-item instrument and good to very good for most of 
the subscales. The reliability estimates for the curriculum subscale and the students subscale were adequate on 
this administration. Note that negatively worded items were reverse-coded for the estimates of reliability and 
subsequent analyses. 
 

4.2.2 Exploratory factor analyses. 
 

The exploratory factor analyses were run allowing the Teacher’s High Stakes Testing Survey items to load on an 
unspecified number of factors. Kaiser’s criterion, Cattell’s scree test, and residuals were examined for each of the 
factor models (see Stevens, 2002) in order to select the most appropriate parsimonious factor model. All three of 
the criteria indicated that at least four factors were present. Kaiser’s criterion of 1 indicated that there were up to 
10 factors present, while Cattell’s scree test indicated that at least four factors fit the model. An examination of 
the residuals indicated a decrease in the root mean square residual from .05 to .03 as one went from 4 to 10 
factors. 
 

The four-factor model had 22 items, 9 items, 6 items, and 4 items load on the factors, whereas the five-factor 
model had 19 items, 9 items, 3 items, 10 items, and 4 items load on the factors. The six-factor model had 19 
items, 8 items, 2 items, 7 items, 4 items, and 2 items load on the factors. On each of the two-item factors in the 
six-factor model, the loadings were in the range of .33 to .54. These two-item factors were disregarded as was the 
six-factor model. The seven-factor model had 18 items, 8 items, 3 items, 7 items, 4 items, 2 items, and 0 items 
load on the factors. The two-item factor in the seven-factor model had item loadings in the range of .57 to .65. 
Like the six-factor model, the seven-factor model was disregarded. The eight-factor, nine-factor, and 10-factor 
models had even more factors with zero items to two items loading on a factor and were subsequently 
disregarded. 
 

This left the four-factor model and the five-factor model to examine. Items in each of the factor models were 
inspected to determine how well these items fit together. The four-factor model had 22 of 49 items load on a 
single factor, 23 other items that loaded almost evenly across the three other factors, and four items did not load 
on a factor. However, it was extremely difficult to determine how items on three of the four factors were related to 
one another. Similarly, the five-factor model had one dominant factor with 19 of 49 items loading on that factor, 
two factors with approximately 10 items, two factors with approximately four items, and four items that did not 
load on a factor. It was determined that two factors had similar items, one factor had fairly similar items, and two 
factors had dissimilar items. Neither the four-factor model nor the five-factor model as generated by the 
exploratory factor analysis seemed logical. So, in the end these two models were disregarded too. 
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Finally, the original factor structure of the instrument as developed by Hope et al. (2006) was examined. While 
the original factor structure was not reproduced by the exploratory factor analysis, it was determined that this 
factor structure would be employed due to its simplicity and ease of understanding. Item scores within factors 
were totaled to use in the subsequent confirmatory factor analyses. 
 

4.2.3 Confirmatory factor analyses. 
 

In this phase a number of confirmatory factor analyses were conducted and fit indices were examined to assess the 
quality of each model. There is no single statistic that one employs when assessing model fit, rather one examines 
a number of fit indices to assess model fit. Hu and Bentler (1999) suggested cutoff values for a number of 
common fit indices. The suggested cutoff values for the comparative fit index (CFI), Tucker and Lewis fit index 
(TLI), root mean square error of approximation (RMSEA), and standardized root mean square residual (SRMR) 
were 0.95, 0.95, 0.06, and 0.08, respectively. Previously, the suggested cutoff values for good model fit were 
approximately were CFI > 0.90, TLI > 0.90, and RMSEA < 0.08 (Muthén & Muthén, 2001). 
 

The initial baseline model used the original factor structure of the instrument as developed by Hope et al. (2006). 
This initial baseline model did not allow correlation among the factor scores. The chi-square statistic, CFI, TLI, 
RMSEA, and SRMR values did not meet the criteria for good model fit (see Table 2). However, a final baseline 
model was generated that allowed the correlation among factors. For this final baseline model, the chi-square 
statistic, CFI, TLI, RMSEA, and SRMR either surpassed the minimal criterion or were close to the fit indices 
suggested for good model fit. 
 

Once the final baseline model was established, separate multiple group analyses were conducted. One multiple 
group analysis was conducted by gender and another multiple group analysis was conducted by race or ethnicity. 
Mplus (Muthén & Muthén, 2006) by default constrains intercepts and factor loadings to be equal across groups, 
allows residual variances to be free, and factor means are held at zero in one group and free in the other groups. 
Muthén and Muthén contended that these default values are sufficient to establish measurement invariance. In 
these analyses, male and White were the reference groups and female and Black were the focal groups. 
 

Table 2: Fit Indices by Confirmatory Factor Analysis for the Teacher’s High Stakes Testing Survey 
 Chi-

Square 
 
     df 

 
  p 

 
CFI 

 
TLI 

 
RMSEA 

 
SRMR 

Initial Baseline Model – 
no correlation among factors 

176.62 9 .000   .82   .68 .259 .103 

Final Baseline Model – 
correlation among factors 

    5.46 4 .243   .99   .99 .036 .019 

Factorial Invariance for Gender 
– indirect effect 

  16.56 9 .056   .99   .98 .055 .034 

Factorial Invariance for Gender 
– direct effect  

    8.46 8 .389 1.00 1.00 .014 .026 

Factorial Invariance for Race or 
Ethnicity (White & Black) 
– indirect effect 

    5.74 9 .761 1.00 1.01 .000 .017 

Factorial Invariance for Race or 
Ethnicity (White & Black) 
- direct effect 

    1.93 8 .983 1.00 1.02 .000 .008 

 

Note. Comparative fit index (CFI), Tucker and Lewis fit index (TLI), root mean square error of approximation 
(RMSEA), and standardized root mean square residual (SRMR). 
 

When gender was added to the model, the chi-square statistic, CFI, TLI, RMSEA, and SRMR either surpassed the 
minimal criterion or were close to the fit indices suggested for good model fit (see Table 2). Moreover, the 
addition of gender in the model was not significant (p > .05) indicating that there was not a difference by gender 
in responding to the Teacher’s High Stakes Testing Survey. Then, the direct effect from gender to each of the six 
factors was added to the model. 
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Of the six factors, only the fifth factor (accountability) was significant (p < .05) indicating that female teachers 
responded more positively with higher scores than did male teachers on this one factor. While not invariant on 
this one factor, overall one might conclude that the instrument was measurement invariant for gender. 
 

In the second multiple group analysis, only Black teachers and White teachers were considered due to insufficient 
numbers of teachers from other races or ethnicities. The chi-square statistic, CFI, TLI, RMSEA, and SRMR either 
surpassed the minimal criterion or were close to the fit indices suggested for good model fit. When race was 
added to the model, race was significant (p < .05) indicating that overall Black teachers responded more positively 
with higher scores than White teachers on the instrument. Then, the direct effect from race or ethnicity to each of 
the six factors was added to the model. The direct effect from race or ethnicity to each of the six factors was not 
significant (p > .05) indicating that the instrument was measurement invariant by race or ethnicity (White and 
Black). 
 

5. Conclusion 
 

In order to utilize the Teacher’s High Stakes Testing Survey in future studies, the psychometric properties were 
assessed. First, an expert panel of three university professors and eight educators were selected to participate in 
the review process. Second, given specific directions as a guide, the expert review panel reviewed the technical 
quality of the items. Overall, the expert panel found that the items were well constructed. The panel suggested the 
modification of a couple of items with minor word changes. Third, the expert panel was asked deliberately to 
address whether any items should be deleted or added for instrument improvement. The panel did not recommend 
any items for deletion, but an item suggested by the panel review committee was added to the instrument. 
In addition, item responses were analyzed to assess whether items fit the hypothesized six-factor model and to 
assess whether the instrument was measurement invariant across subpopulations. Exploratory factor analyses and 
confirmatory factor analyses were conducted. The baseline model (i.e., hypothesized six-factor model) with 
correlated factors fit the model well. Confirmatory factor analyses supported measurement invariance by gender 
and for race or ethnicity (i.e., White and Black). 
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Appendix A 
 

Items on the Teacher’s High Stakes Testing Survey 
 

Curriculum 
1 High stakes testing has led teachers to reassess their beliefs about subject matter that is 

important to teach. 
2 High stakes testing is counter to the idea of a balanced curriculum (equal attention to 

subjects). 
3 Students' scores on a high stakes test accurately portray the quality of a school's curriculum. 
4 High stakes testing requires teachers to teach to the test. 
5 High stakes test items accurately reflect the content students learn through a school’s 

curriculum. 
6 High stakes testing promotes certain subject area content over other subject area content. 
7 Students’ scores on a high stakes test provide feedback for schools to improve the 

curriculum. 
8 High stakes test content is aligned with a school's curriculum. 
Teaching 
09 High stakes testing permits teachers to use the full range of their teaching skills. 
10 High stakes testing leads to better teaching. 
11 Students’ scores on a high stakes test are a valid measure of teaching ability. 
12 Students’ scores on a high stakes test are a valid way to determine the quality of education. 
13 The quality of teachers’ instruction is directly related to student performance on a high stakes 

test. 
14 High stakes testing requires test preparation that diminishes time to teach other subject 

content. 
15 Students’ scores on a high stakes test provide information for teachers to improve their 

teaching. 
16 High stakes testing reduces the teaching and learning process to a student’s test score. 
17 High stakes testing motivates teachers to improve the teaching and learning process. 
18 High stakes testing has increased cooperation among teachers.  
19 High stakes testing has increased teacher and principal cooperation.  

Work Satisfaction 
20 Teacher morale has increased because of high stakes testing. 
21 High stakes testing diminishes the desire to be an educator. 
22 Teachers leave low performing schools because of high stakes test results. 
23 The use of high stakes testing as a single measure to determine student achievement leads to 

teachers leaving the profession. 
24 Teachers’ work satisfaction diminishes when the focus is on high stakes testing outcomes. 
25 Teacher satisfaction increases when she or he has input into the development of a high stakes 

test. 
 

Note.  1 (Strongly Disagree), 2 (Disagree), 3 (Neither Agree nor Disagree), 4 (Agree), and 5 (Strongly Agree). 
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Appendix A (continued) 
 

Items on the Teacher’s High Stakes Testing Survey 
 

Stress 
26 High stakes testing leads to competition among teachers. 
27 Teachers' stress increases when the school receives a failing grade. 
28 Teachers' stress increases when the school’s accountability grade declines. 
29 Punitive measures associated with high stakes testing increase teacher stress.  
30 Teachers experience stress in the effort to maintain their school’s accountability grade. 
31 Teachers' stress increases with public advertisement of a school's high stakes test results. 
32 The pressure of high stakes testing may result in teachers cheating to improve scores. 
33 District supervisors’ pressure to improve high stakes test scores increases teacher stress. 
34 Principals' pressure to improve high stakes test scores increases teacher stress. 
35 Teachers leave the profession because of stress related to high stakes testing. 
Accountability 
36 High stakes testing has increased teachers’ accountability for students’ academic performance. 
37 High stakes testing has increased teachers’ awareness of the accountability issues in education. 
38 High stakes testing is an effective means of determining the quality of public education.  
39 Students’ scores on a high stakes test are an indicator of whether a school is staffed with high 

quality teachers. 
40 High stakes testing is a reform measure that improves the quality of education. 
41 Teachers are more accountable because of high stakes testing. 
42 High stakes testing creates a cooperative environment between teachers and the community. 
Students 
43 High stakes testing contributes to the number of students that drop out of school. 
44 Students’ learning styles are accounted for in high stakes testing. 
45 High stakes testing induces anxiety in students. 
46 High stakes testing motivates students to achieve. 
47 The pressure of high stakes testing may result in students cheating to improve scores. 
48 Teachers are concerned about the impact of high stakes testing on minority students. 
49 High stakes testing has changed the nature of student-teacher interactions.  

 

Note. 1 (Strongly Disagree), 2 (Disagree), 3 (Neither Agree nor Disagree), 4 (Agree), and 5 (Strongly Agree). 
 


